EFFECTS OF SOUTHERN CALIFORNIA KELP BEDS ON WAVES
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ABSTRACT: The effect of a Macrocystis kelp forest on shoreward propagating surface gravity waves was measured. Observations were made over a 67-day period at four locations around a 350-m-wide kelp bed off Carlsbad, California. Instruments were located directly offshore and onshore of the kelp bed at depths of 8 m and 14 m, respectively, and at control stations at the same depths, but displaced 750 m alongshore, away from the kelp bed. The bathymetry between the offshore and onshore sites was gently sloping and featureless. The measured spectra, significant wave height, mean wave direction at peak frequency, and total radiation stress differed only slightly between the offshore kelp and control stations and were similar at the onshore sites. The similarity of the wave field at the onshore kelp and control sites shows that this typical southern California kelp bed, with an average density of about 10 plants per 100 m², does not have a significant effect on waves. These measurements can be used to place upper bounds on drag coefficients in numerical models of the effect of kelp on waves.

INTRODUCTION

The giant kelp Macrocystis pyrifera is widespread along the southern California coast (North 1971). The kelp plants grow together, usually in water depths between 8 m and 20 m, forming forests with extensive surface canopies (Deysher and Dean 1986). There are about 15 major kelp beds in southern California, the largest being the 7-km long, 1-km wide Point Loma bed. Bed widths of a few 100 m are more common (North and Jones 1991). Numerical models suggest that surface gravity waves propagating through a kelp bed might undergo various degrees of attenuation, depending on the wave frequency, relative depth, and the kelp plant and forest configurations (Dalrymple et al. 1984; Kobayashi et al. 1993). Although little attenuation might be expected from the typical southern California kelp bed, the hydrodynamics of the flexible plants are complex and the effective drag of kelp on waves is poorly understood. This paper describes unique field measurements, which confirm that a typical southern California kelp bed does not affect shoreward propagating waves.

The experimental strategy was to measure the wave field immediately offshore and onshore of a kelp bed, and to measure the wave field in the same two water depths at a nearby control site. Ideally, the incident wave fields at the offshore kelp bed and offshore control sites would be identical, as would the bathymetry between the offshore and onshore kelp and control sites. In this ideal case, differences between waves at the onshore kelp and control sites could be uniquely ascribed to the effect of the kelp bed.

The field measurements showed that waves were similar not only at the offshore kelp and control sites, but also on the onshore kelp and control stations. However, it is possible that the great similarity between waves at these sites was because of the coincidental compensation of significant kelp-induced wave dampening between the kelp stations and a bathymetrically induced reduction of wave energy between the control stations. However, numerical simulations of waves propagating over the measured bathymetry suggests that the differential effects of wave refraction and diffraction at the kelp and control sites were negligible. This confirms that the test kelp bed did not cause measurable attenuation or changes in the direction of sea and swell waves.

FIELD EXPERIMENT

A kelp bed offshore of Carlsbad, California (Fig. 1) was selected mainly for the location's relatively smooth bathymetry (Fig. 2, measured January 1993). The surface kelp canopy was about 700 m long and 350 m wide. The kelp plant density, estimated from side scan sonar data (Zablouil et al. 1991), averaged about 10 plants per 100 m² and locally exceeded 28 plants per
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100 m³ (Fig. 3). The bottom substrate was a mix of sand and sandstone with low relief, typically between 20 cm and 50 cm. Rocks along the onshore parts of the kelp bed protruded as much as 90 cm above the bottom.

To measure effects of the kelp bed, concurrent wave measurements were made immediately seaward (13 m deep) and shoreward (8 m deep) of the bed, and at control sites located 750 m north of the kelp stations and about 300 m north of the kelp bed boundary (Fig. 4). Extensive numerical simulations of waves propagating across the continental shelf (Fig. 1), following O'Reilly and Guza (1993), suggested that the wave field at the 13-m depth control and kelp sites would be very similar, as was subsequently observed.

InterOcean Systems S4DW and S4 wave gauges, (Trageser and Elwany 1990) were deployed. The S4DW gauge measured water pressure (P) and the two horizontal components of wave-induced orbital velocity (U and V), and is referred to as a PUV gauge in Fig. 4. Bulk directional
properties of the wave field, such as the mean wave direction and the total (frequency integrated) radiation stress ($S_r$), were estimated from PUV gauge data. The S4 gauge measured pressure ($P$ in Fig. 4) from which the wave energy could be obtained, but not the wave directional properties. All instruments were mounted on pipes about 1 m above the sea floor, and sampled daily for approximately 2 hr and 16 min at 1 Hz.

The instruments were deployed for 31 days between February 13 and March 20, 1993 (deployment 1), and for 36 days between April 14 and May 20, 1993 (deployment 2). During the first deployment, PUV gauges were placed at the 13-m kelp and control sites and at the 8-m kelp site, and a $P$ gauge was located at the 8-m control station (Fig. 4). PUV gauges were located at both 8-m sites for the second deployment.

**DATA ANALYSIS**

Wave energy spectra and directional properties were estimated by first dividing each 2.3-hr record into eight 17-min subrecords. Each subrecord was linearly detrended, tapered with a triangle Parzen window and fast Fourier transformed. The Fourier coefficients were surface-corrected using linear wave theory, and combined to form standard [e.g., Nagata (1964)] auto and cross spectra. The spectra were frequency-merged into 0.01-Hz-wide frequency intervals and averaged over the 17-min subrecords to yield smoothed spectra with 160 degrees of freedom (dof). The directional distribution of wave energy $E(f, \theta)$, in which $\theta$ is the wave propagation direction relative to onshore, can be expressed as a Fourier series

$$E(f, \theta) = \frac{a(f)}{2\pi} \left[ 1 + 2 \sum_{n=1}^{\infty} \frac{a_n(f)\cos(n\theta) + b_n(f)\sin(n\theta)}{a_n(f)^2 + b_n(f)^2} \right]$$

(1)

The wave energy $a_n$ and the first four Fourier coefficients of the directional distribution ($a_1, a_2, a_3, b_2$) at frequency $f$ were calculated from the measured PUV cross spectra.

Wave-induced pressure fluctuations attenuate with depth. Near the surface, higher-frequency waves attenuate more rapidly than lower-frequency waves. Nonlinear effects are accentuated at depths that are large relative to a surface wavelength, and measurements taken by near-bottom pressure sensors and interpreted using linear theory are effectively frequency-limited (Herbers and Guza 1991). The pressure gauges deployed at depths of 8 m and 13 m had estimated cutoff frequencies of 0.30 Hz and 0.23 Hz, respectively. Instrumental noise in the current meter-limited wave direction estimates frequencies below 0.20 Hz and 0.23 Hz at depths of 13 m and 8 m, respectively. Wave information at frequencies above the cutoff was not considered in detail, but the vast majority of wave energy incident on the kelp bed was at frequencies below 0.20 Hz.

Non-directional wave parameters used to compare wave conditions at different measurement locations included the frequency spectrum $E(f)$ and the significant wave height $H_s = 4 \sqrt{(f) df}$

Confidence limits on $H_s$ are a function of the total degrees of freedom ($\text{t} \text{dof}$) (Donelan and Pierson 1983), and

$$\text{t} \text{dof} = \text{dof} \left[ \frac{\sum E(f)}{\sum [E(f)]^2} \right]$$

(2)

where $\Sigma = \text{sum over all frequencies}$. The t-dof varied between 400 and 2,000 with day-to-day changes in $E(f)$. The greatest uncertainties occurred when $E(f)$ was relatively narrow. The corresponding 90\% confidence limits on $H_s$ ranged approximately between 4\% and 9\%.

Two directional parameters were calculated: the mean wave direction $\theta$, and $S_{090}$, the component of the radiation stress tensor that drives longshore currents and sand transport (Longuet-Higgins 1970). For each 0.01-Hz-wide frequency interval,

$$\bar{\theta}(f) = \tan^{-1} \left[ \frac{b_1(f)}{a_1(f)} \right]$$

(3)

where $a_1, b_1 = \text{first two Fourier coefficients of the directional distribution. The standard deviation of } \theta \text{ is } (\text{Kuik et al. 1988})$

$$sd(\bar{\theta}(f)) = \frac{\sqrt{1 - m_2(f)/(2m_1(f)^2)}}{\sqrt{\text{dof}}}$$

(4)

where $m_2(f) = \sqrt{a_2(f) + b_2(f)}$ and $m_1(f) = \sqrt{a_1(f) + b_1(f)}$. Because $a_1, b_1, a_2, \text{ and } b_2 \text{ depend on the shape of the directional distribution, the confidence limits on } \theta \text{ varied, and 90\% levels (equal to } \pm 1.67 \text{ times the standard deviation) were between about 2\% and 5\%. } S_{090} \text{ is given by (Longuet-Higgins 1970)}}
\[ S_n = \frac{1}{2} \sum \frac{E(f)}{C(f)} C(f) \, df \]

where \( C_g \) and \( C \) = group and phase velocities, respectively. The standard deviations of the \( S_n \) estimates were approximated after Borgman et al. (1982)

\[ sd(S_n) = a_0 \sqrt{1 - a_1^2 + b_1^2} (4 \, \text{dof})^{-1} \]

where \( a_0, a_1, \) and \( b_1 \) were integrated over the entire frequency range, 0.05–0.20 Hz at 13 m, and 0.05–0.23 Hz at 8 m.

**EXPERIMENT RESULTS**

The significant wave height \( H_s \), mean wave direction at the peak wave period \( \theta \) at \( T_p \), and the total radiation stress \( S_n \), are typically used to design coastal structures and estimate alongshore sediment transport [e.g., *Shore* (1984)]. A large impact of the kelp bed on the incident wave field would have been apparent in these bulk parameters. More subtle potential effects of the kelp bed were examined by comparing the frequency distributions of wave energy and wave direction at the kelp and control sites.

The wide range of wave conditions measured during the 67-day-long experiment are shown in Fig. 5. \( H_s \) ranged between about 50 cm and 190 cm, \( T_p \) between 6 s and 19 s, and \( \theta \) at \( T_p \) differed by as much as 30° from the normal incidence (230°), as shown in Fig. 5(a).

**Bulk Wave Parameters**

Daily estimates of \( H_s \) during deployment 1 are compared at the 13-m and 8-m sites in Fig. 6. The dashed line represents equality of the kelp and control measurements. The 90% confidence limits are shown for the control site estimates, and are very similar for the kelp site data. The observed differences between the kelp and control estimates of \( H_s \) were comparable with the statistical fluctuations expected in a spatially homogeneous wave field.

**FIG. 5.** Range of Wave Conditions Measured (Daily) at 8-m Kelp Station

**FIG. 6.** (a) Significant Wave Heights at 13-m Stations; (b) at 8-m Stations during Deployment 1
Similar comparisons for $\theta$ at $T_p$ indicated a small (3–5°) but statistically significant difference between the mean wave directions at the two 13-m stations [Fig. 7(a)], but not at the 8-m stations onshore of the kelp bed [Fig. 7(b)] (90% confidence limits are shown). Numerical simulations of waves propagating across the shelf (Fig. 1) suggest only very small bathymetrically induced differences in wave direction, and the measured angular difference was probably due to a compass error. Because a PUV instrument is needed to calculate $\theta$ at $T_p$, these estimates for the 13-m and 8-m stations were from different deployment periods (Fig. 4).

Estimates of $S_{11}$ fell slightly above the line of equality at the depth of 13 m during deployment 1 [Fig. 8(a)], consistent with the small difference in the approach direction in $\theta$ at $T_p$ (Fig. 7). A similar comparison at the 8-m stations during deployment 2 [Fig. 8(b)] shows no significant differences in $S_{11}$ (90% confidence limits are shown here).

**Frequency-Dependent Wave Parameters**

It is widely accepted that the energy dissipated by waves propagating through a kelp bed varies with wave frequency [Kobayashi et al. (1993) and references therein]. Low-frequency waves are less dampened than the shorter, high-frequency waves. Because frequency-dependent wave energy dissipation by the kelp could be masked by the frequency integration used to derive the bulk parameters, the frequency-dependent mean wave directions $\theta(f)$ and the wave energy $E(f)$ were also compared. To simplify the data presentation and interpretation, daily estimates of $\theta(f)$ and $E(f)$ were averaged over each deployment, forming the deployment mean quantities $\langle \theta(f) \rangle$ and $\langle E(f) \rangle$.

The energy spectra $\langle E(f) \rangle$ averaged over deployment 1 show slightly greater wave energy (5–10%) at the 13-m control station than at the 13-m kelp station at wave frequencies higher than 0.10 Hz [Fig. 9(a)]. However, at the 8-m stations the spectra were nearly identical over the same 31-day period [Fig. 9(b)]. Deployment 1-averaged mean directions as a function of frequency, $\langle \theta(f) \rangle$, at the 13-m stations indicate that the 3–5° directional difference in $\theta$ at $T_p$ [Fig. 7(a)] was present over all measured wave frequencies (not shown). This is consistent with the angular difference being caused by compass bias, since a constant directional rotation of all frequencies is physically unlikely. During deployment 2, $\langle E(f) \rangle$ at the 8-m kelp station was slightly (5–10%) larger than $\langle E(f) \rangle$ at the 8-m control station, at wave frequencies between 0.12 and 0.16 Hz [Fig. 10(a)]. The deployment averaged $\langle \theta(f) \rangle$ at the 8-m depth differed by only 1–2° [Fig. 10(b)].

The measured differences between wave fields at the kelp and control stations approached the instrument accuracies. Compass errors of a few degrees are typical for directional instruments, and pressure sensor calibration uncertainty generally produces errors of a few percent in wave energy. Alternatively, if we assume the present measurements were error-free, the differences in the incident wave field at the 13-m kelp and control stations were about 5–10% in $E(f)$ and 5° in $\theta(f)$. If real, this inhomogeneity places lower bounds on the sizes of wave energy and wave direction differences at the 8-m stations that could be ascribed to the kelp; i.e., differences at the 8-m sites must be larger than those at the 13-m sites to conclusively show a kelp effect. In fact, the differences at 8-m depth are slightly smaller than those observed at the 13-m depth sites (Fig. 9).

There was no measurable difference of wave energy or direction between the 8-m kelp and control stations for wave periods of 3–20 s, given the accuracy of the instruments and the possible small differences in incident wave conditions between the 13-m kelp and control sites. The definition of "measurable" in this case is 5–10% in $E(f)$ and 3–5° in wave direction.

**NUMERICAL WAVE MODEL**

The conclusion that the kelp bed did not measurably affect waves is based on the assumption that the bathymetry between the 13-m and 8-m kelp stations was similar to that between the

![Fig. 7. (a) Mean Wave Directions at Peak Wave Period at 13-m Stations; (b) at 8-m Stations](image1)

![Fig. 8. (a) Total Radiation Stress at 13-m Stations; (b) at 8-m Stations, right](image2)
13-m and 8-m control stations, in the sense that bathymetry-induced differences between wave fields at the 8-m kelp and control sites were negligible. It is possible, albeit unlikely, that this assumption is false and the great similarity between waves at the 8-m sites was because of the coincidental compensation of significant kelp-induced wave dampening at the kelp site and a bathymetrically induced reduction of wave energy at the control site. A numerical model was used to show that bathymetry did not introduce such effects, and that the kelp-induced dampening was indeed small.

Wave propagation between the 13-m and 8-m depth sites was simulated over recently measured bathymetry (Fig. 2) with a numerical model of the refraction, diffraction, and shoaling of monochromatic, unidirectional incident waves (Kirby 1986). Results for individual incident wave frequencies and directions were combined to model the transformation of directional wave spectra (Izumiya and Horikawa 1987). The purpose of the simulations was to isolate the effects of the slightly irregular bathymetry while neglecting any kelp influences.

To characterize typical wave spectrum transformations between 13-m and 8-m depths, simulations were performed in 0.01-Hz-wide frequency intervals in the 0.10–0.20-Hz local sea band. For each frequency interval, a unimodal wave spectrum with a full width at half maximum power of 30° was used to initialize the model. The peak direction of this spectrum was varied from 210° to 260°, corresponding with the range of typical mean wave directions (Fig. 5). Each input spectrum was numerically transformed from the 13-m contour to the 8-m instrument stations. The ratio of wave energy at the two 8-m stations (\( E_{\text{kelp}} / E_{\text{control}} \)) differed from unity by less than 0.1 (Fig. 11). Alongshore variability in the bathymetry between the 13-m and 8-m depth near the control and kelp sites caused only small differences in the energies at the 8-m kelp and control sites.

The model wave spectra chosen to initialize these simulations at the 13-m contour represent spatially homogeneous spectra with a typical directional distribution. The results in Fig. 11 do not account for the small longshore variability in the wave field measured at the 13-m stations or for deviations from a hypothetical directional distribution. Estimates of the combined effects of irregular bathymetry, more realistic directional distributions, and possible alongshore variations in the kelp and control wave fields at the 13-m depth sites are now shown.

The energy in each spectrum measured at the 13-m depth sites was summed into three broad bands: 0.05–0.10 Hz, 0.10–0.15 Hz, and 0.15–0.20 Hz. At the 8-m depth sites, where wave-
induced pressure fluctuations at the sea floor were less attenuated, accurate measurements extended to higher frequency and two additional frequency bands were included: 0.20–0.25 Hz and 0.025–0.30 Hz. The ratio of the energy between the kelp and control stations at the 8-m depth and the 13-m depth sites was calculated for each broad frequency band from each daily measurement. These individual ratios were then averaged over all observations, and were found to differ only slightly from 1.0. In all three frequency bands, the mean energy at the 13-m control station was, on an average, less than 10% greater than the mean energy at the 13-m kelp station (Fig. 12, upper part). In the 8-m water depth, the ratio was similarly close to 1.0 (upper part of Fig. 12).

The frequency-directional spectrum at the 13-m depth sites was calculated for each record with the maximum entropy method (Lygre and Krogstad 1986). The fidelity of these estimates is limited by instrument inaccuracies and the fundamentally low resolution of a PUV system. Nonetheless, they do reflect the variety of directional distributions encountered during the study.

The estimated directional distributions and the measured bathymetry were used in conjunction with the Kirby (1986) wave propagation model to predict energy ratios in the 8-m water depth. The predicted ratios were averaged over the same set of incident wave spectra as the observed ratios. If the bathymetry had no alongshore variation and the incident wave field was spatially homogeneous in 13-m water depth, the predicted ratios would equal unity.

The asterisks (three for each of the three lowest frequency bands) in Fig. 12 (lower) indicate the energy ratios predicted at the 8-m depth using three slightly different estimates of the frequency-directional distribution at the 13-m depth. The three asterisks at each central frequency are slightly offset for clarity. One estimate is based on a spatially inhomogeneous wave field, which mimics the measured 3–5° average difference in wave propagation angles [Fig. 7(a)] and small differences in energy observed at the 13-m depth [Fig. 9(a)]. In the other two estimates, these differences were assumed to be a result of instrumental errors, and the wave field at the 13-m depth was modeled as two slightly different versions of a homogeneous wave field.

The predicted energy ratios at the 8-m depth (asterisks in the lower part of Fig. 12) deviated by less than 0.1 from the observed ratios and from unity. Alongshore inhomogeneity in the bathymetry between 13-m and 8-m depths, and in E(f, θ) at the 13-m depth, were unimportant to wave energy at 8-m depth.

The numerical model neglected any possible effects of kelp. The agreement between the model predicted and observed ratios (lower part of Fig. 12) quantitatively supports the conclusion that the kelp had no measurable effect on the waves. Although the predictions included only frequencies below 0.2 Hz (the maximum frequency for which frequency-directional spectra could be estimated at the 13-m depth), the observed near-unity ratio values observed at the 8-m depth extend to 0.3 Hz (Fig. 12, lower part). This suggests that the entire frequency range from long swell to high-frequency seas was unaffected by the kelp bed.

**COMMENT**

State-of-the-art numerical models cannot accurately predict the effect of kelp on waves, because the effective drag exerted by individual or grouped kelp plants is unknown (Dalrymple et al. 1984; Kobayashi et al. 1993). Kelp plants have apparently evolved a hydrodynamically streamlined form, which enables them to comply with the flow, both at the small scale of individual fronds and at the larger scale of the plant stalk that spans the water column. There
are no models that accurately estimate the net drag of these hydrodynamically complex plant structures; so, wave propagation models cannot be used for accurate predictions as yet. "Extensive field data will be required to better predict the drag coefficients," Kobayashi et al. (1993).

The observations at the Carlsbad, California kelp bed are the most extensive available and can be used to estimate a rough upper bound on the unknown drag parameters. The dashed lines in Fig. 12 correspond with the predicted 8-m depth energy ratio, in which the deviation from unity is due to the frequency-dependent damping by kelp, predicted by Dalrymple et al. (1984), using $C_D$ values of 0.25 and 0.5. The depth was taken as 10 m, and parameters such as the kelp bed width were chosen to represent the Carlsbad test site. $C_D$ must be less than roughly 0.5, or wave damping would have been apparent in the observations. Only an upper bound can be estimated for $C_D$, because any $C_D$ value less than 0.5 would also be in agreement with the observations. For cases like the Carlsbad one, the small kelp-induced wave damping may as well be ignored. However, the upper limit estimate of $C_D$ may be relevant when modeling the possible damping effects of much wider kelp beds.

**SUMMARY**

The effect of the 350-m-wide Carlsbad kelp bed on surface waves was not detectable. The measured differences between waves at onshore kelp and control stations did not exceed differences expected from other causes. The measured differences in wave energy, the modeled differences owing to alongshore variations in the bathymetry and incident wave field, and the accuracy of the instruments themselves were of similar magnitude (5–10% in wave energy and 3–5° in direction).
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